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Abstract: Background: Various types of dementia and Mild Cognitive Impairment (MCI) are mani-
fested as irregularities in human speech and language, which have proven to be strong predictors for the 
disease presence and progression. Therefore, automatic speech analytics provided by a mobile applica-
tion may be a useful tool in providing additional indicators for assessment and detection of early stage 
dementia and MCI. 
Method: 165 participants (subjects with subjective cognitive impairment (SCI), MCI patients, Alz-
heimer’s disease (AD) and mixed dementia (MD) patients) were recorded with a mobile application 
while performing several short vocal cognitive tasks during a regular consultation. These tasks included 
verbal fluency, picture description, counting down and a free speech task. The voice recordings were 
processed in two steps: in the first step, vocal markers were extracted using speech signal processing 
techniques; in the second, the vocal markers were tested to assess their ‘power’ to distinguish between 
SCI, MCI, AD and MD. The second step included training automatic classifiers for detecting MCI and 
AD, based on machine learning methods, and testing the detection accuracy.  
Results: The fluency and free speech tasks obtain the highest accuracy rates of classifying AD vs. MD 
vs. MCI vs. SCI. Using the data, we demonstrated classification accuracy as follows: SCI vs AD = 92% 
accuracy; SCI vs. MD = 92% accuracy; SCI vs. MCI = 86% accuracy and MCI vs. AD = 86%. 
Conclusions: Our results indicate the potential value of vocal analytics and the use of a mobile applica-
tion for accurate automatic differentiation between SCI, MCI and AD. This tool can provide the clini-
cian with meaningful information for assessment and monitoring of people with MCI and AD based on 
a non-invasive, simple and low-cost method.  
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1. INTRODUCTION 

As indicated in the World Alzheimer report 2015 [1] 
there are almost 900 million people aged 60 years and over 
living worldwide. Rising life expectancy is associated with 
increased prevalence of chronic diseases like dementia: to-
day 46 million people live with dementia worldwide. It is 
therefore important to pursue improving awareness and un-
derstanding of dementia; providing good quality early diag-
nosis and intervention for all; improving quality of care from 
diagnosis to the end of life, using clinical and economic end 
points [2]. In the field of Alzheimer’s disease (AD), criteria 
have been developed with a better definition of clinical phe-
notypes and integration of biomarkers into the diagnostic 
process [3]. A biological marker refers to a broad subcate-
gory of medical signs – that is, objective indications of 
medical state observed from outside the patient – which can 
be measured accurately and reproducibly [4]. 
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This definition underlines the importance of objective 
measurement tools to assess the health or disease state of an 
individual. In this area, Information and Communication 
Technologies (ICT) are of particular interest. Such tech-
niques enable standardized assessments of patients’ perform-
ance and actions in real time and real life situations [5] but 
also during clinical research protocols [6]. In fact, it is possi-
ble, by using ICT sensors, to obtain a more objective and 
accurate assessment of behavioral and motor activities of the 
patient [7-9]. To do such assessment of functions and cogni-
tive performances is one of the main objectives of the Euro-
pean FP7 ‘Dem@care project’ [10].  

For the assessment of cognitive and emotional states, 
speech has been recognized as an important marker till the 
first psychiatric descriptions [11]. As indicated by Scherer et 
al. [12], speech “is a sensitive output system: slight physio-
logical and cognitive changes potentially can produce no-
ticeable acoustic changes”.  

It has been demonstrated that various types of dementia 
significantly affect human speech and language [13, 14, 50]. 
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Therefore, speech can be considered as a source of informa-
tion for dementia assessment. Dementia affects speech at 
two levels; the linguistic level (‘what is said’) and paralin-
guistic level (‘how it is said’). Particularly, in the early phase 
of dementia, the associated vocal characteristics seem related 
to temporal parameters of speech, notably longer hesitation 
times and lower speech rates [15-17]. 

For this reason, automatic speech processing and ma-
chine learning techniques which enable extraction of demen-
tia relevant information from the speech audio signal may be 
of great interest and has already been used in patients with 
neurodegenerative disorders or brain injuries [18-20]. Tsanas 
et al., for instance used speech signal processing algorithms 
for the detection of Parkinson’s disease [21]. Pakhomov et 
al. (2015) investigated the use of automatic speech recogni-
tion for longitudinal monitoring of effects of repetitive head 
trauma on brain function [22]. The automatized analysis of 
non-linguistic content, such as pause lengths or frequencies, 
has been demonstrated to provide useful information for 
cognitive assessment since these markers seem to be sensi-
tive to change with a patient’s mental and even emotional 
state [13, 23-25]. Furthermore, this method of audio captur-
ing is relatively easy and cheap and could allow to carry out 
assessments and monitoring of disease progress remotely if 
needed, e.g. over the phone. 

In a first study we already demonstrated that automatic 
extraction of vocal markers from speech recordings of eld-
erly and its analysis provided high accuracy rates in classify-
ing up to 87% correctly between healthy subjects (HC) and 
AD, 80% between mild cognitive impairment (MCI) and AD 
subjects and 79% between HC and MCI subjects [26]. These 
results are of great importance since we developed an accu-
rate and cost-effective method supporting clinicians in de-
mentia assessment. However, we aimed to improve these 
results and overcome emerging shortcomings such as too 
much background noise or too much variability of the re-
cording quality, by employing an easy to use mobile applica-
tion which was developed and provided by IBM integrating 
a short standardized interview protocol that has been de-
signed by the Nice University Memory Center.  

The present study aims to demonstrate that automatic 
speech analysis (ASA) is useful, as an additional objective 
assessment tool, in clinical practice for diagnosis support 
purpose. In addition, the study aims to investigate whether 
there is distinctive pattern of speech related features typical 
for AD and mixed type dementia. Finally, we aim to define 
the most sensitive clinical spoken tasks to be used in future 
work to detect a specific stage and/or type of dementia. 

2. METHOD  

2.1. Study Participants  

Within the framework of a clinical study carried out for 
the European research project ‘Dem@care’, speech record-
ings were conducted at the Memory Clinic in Nice, France. 
The Nice Ethics Committee approved the study. Each par-
ticipant gave informed consent before the assessment. 165 
participants aged 65 or older were recruited through the 
Memory Clinic located at the Institute Claude Pompidou in 
the Nice University hospital.  

All subjects were recorded with a mobile application 
while performing several short vocal cognitive tasks during a 
regular consultation. These tasks included verbal fluency, 
picture description, counting down and free speech tasks.  

2.2. Clinical Assessments  

Each participant underwent a clinical assessment of their 
cognitive, behavioral and functional status using a battery 
including: Mini-Mental State Examination (MMSE) [27], the 
phonemic [28] and semantic verbal fluency [29], the Apathy 
Inventory [30], the Apathy Diagnostic criteria [31], and the 
Clinical Dementia Rating Scale (sum of box) [32].  

Following the clinical assessment, participants were 
categorized into four groups: Control participants that com-
plained about having subjective cognitive impairment (SCI) 
but were diagnosed as cognitively healthy after the clinical 
consultation, patients with MCI and patients that were diag-
nosed as suffering from Alzheimer’s Disease (AD) and 
mixed dementia (MD). For the AD group, the diagnosis was 
determined using the NINCDS-ADRDA criteria [33]. For 
the related mixed / vascular dementia were diagnosed ac-
cording to the ICD 10 [34]. For the MCI group, diagnosis 
was conducted according to Petersen criteria [35]. Partici-
pants were excluded if they had any major audition or lan-
guage problems, history of head trauma, loss of conscious-
ness, psychotic or aberrant motor behavior.  

2.3. Recording Protocol 

Each participant performed a set of six spoken tasks of 
approx. 15 min in total during a regular consultation with 
one of the Memory center' clinician who presented the mo-
bile application. The tasks consisted of a sentence-repeating 
task (two sentences were extracted from the Montreal Cogni-
tive Assessment (MOCA) [36], one from the MMSE [27] 
and two from our previous study [26]), a denomination task 
(from the MOCA) [36], two verbal fluency tasks (phonemic 
and animal naming, which are current tasks in many batteries 
[23, 28]), a counting backwards task (previous study [26]), 
and three story-telling tasks (positive, negative and episodic) 
(see Table 1). These tasks were chosen partly based on the 
results of our previous study [26] and partly based on the 
selection of experienced psychologists and speech therapists 
working at the Memory center. The idea was to use tasks that 
are already part of common neuropsychological test batteries 
in order to avoid increasing workload and assessment time 
for the patient as well as for the clinician.  

The vocal tasks were recorded with the ‘SmartLav’ 
wearable microphone from the company ‘Rode’ that was 
attached to a Samsung Galaxy Tab 3 table on which the de-
veloped application was installed. 

Each instruction for the vocal task was pre-recorded by 
one of the psychologist of the center and programmed in the 
mobile application by IBM. The user interface of the appli-
cation, designed in collaboration between the clinicians and 
the engineers from IBM, was kept very simple, only visual-
izing the instructions, providing images for the denomination 
task and guiding through the protocol (see Fig. 1). Admini-
stration and recording were controlled by the application and 
facilitated the assessment procedure.  
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After recording, vocal features were extracted from each 
spoken task using both the open software tool PRAAT [39] 
and a set of purposefully-developed signal processing tools. 

 

 
Fig. (1). Screenshot of user interface of mobile application for 
automatic speech analysis; Picture denomination task (Step 1 
above; Step 2 below) 

2.4. Vocal Features and Statistical Analysis 

Demographic variables are described by medians and in-
terquartile ranges. Intergroup comparisons for continuous 
variables were performed using a nonparametric Kruskal-
Willis test given that the distribution of the data was not 
normal. Categorical testing for gender and education was 
calculated using the Fischer’s exact test. All statistical analy-
ses of the demographical and neuropsychological data were 
computed using SPSS 20.0. 

The voice recordings are processed in two steps: in the 
first step, vocal markers are extracted using speech signal 
processing techniques; a subset of the most relevant vocal 
markers is then selected based on statistical tests that assess 
their ‘power’ to distinguish between the different classes 
(SCI, MCI, AD and Mixed). The second step included train-
ing of automatic classifiers for determining the most prob-
able class for which a given set of recorded vocal tasks, rep-
resenting a person, belong to. 

We present results for several different classification sce-
narios:  

• Binary scenarios: 
1. SCI vs. MCI 
2. SCI, vs. AD 
3. SCI vs. Mixed 
4. MCI vs. AD 
5. MCI vs. Mixed 
• Multiclass scenarios: 
1. SCI, MCI and AD 

Table 1. List of tasks 

Vocal Task Instructions Source 

Sentences repetition I am going to read you a sentence. Repeat it after me, exactly as I say it  2 from MOCA [36] 
1 from MMSE [27] 
2 from the past collection [26] 

Denomination  
Picture description 

Step 1: Tell me the name of this animal (Picture with 3 animals). 
Step 2: Can you describe me this picture (photography of one of the animal 
in it natural environment)? 

MOCA [36] 

Verbal fluency phonemic Words beginning with the letter F/ In 1 min 
The voice analysis will only use the first 30s 

MOCA [36].  Also exist with other letters 
in different batteries [23,28] 

Verbal fluency semantic Names of animal / In 1 min 
The voice analysis will only use the first 30s 

Classical task used in different batteries 
[23, 28] 

Counting backward From 304 to 285 
Possible to change for repeated assessment (eg 405, 605) 

Classical executive task used in different 
batteries [37] 

Story telling positive In 1 min can you tell me something about the first pleasant event coming to 
your mind (if no response prompt with an example) 

Adapted from CERAD [38] and IA  
interview [30] 

Story telling negative affect  In 1 min can you tell me something about the first unpleasant event coming 
to your mind (if no response prompt with an example) 

Adapted from CERAD [38] and IA inter-
view [30] 

Story telling episodic Can you tell me what did you do yesterday (or this morning or 2 hours 
ago....)?  

Adapted from CERAD [38] interview 
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2. SCI, MCI and Mixed 
3. SCI, MCI and other (other can be either AD or 

Mixed). 
The vocal markers are calculated in two sub-steps: in the 

first sub-step, low-level markers (intermediate markers) are 
calculated directly from the set of recorded vocal tasks. In 
the second sub-step, the vocal markers for classification are 
calculated from the low-level markers. There are over 55 
different types of vocal markers, calculated separately for 
each vocal task. As there are 9 different vocal tasks, the total 
number of vocal markers for a given set of vocal task record-
ings (from a single person), is about 500. Following selec-
tion of the optimal vocal markers, where different vocal 
markers are selected for each task, only 30 to 50 vocal mark-
ers are retained as input for classification. The exact number 

of the retained vocal markers depends on the classification 
scenario. 

The following Table 2 lists the types of low-level mark-
ers and the associated vocal markers. 

The second sub-step of the vocal marker extraction in-
cludes testing the “power” of the individual vocal features, 
and selecting the most representative subset of features for 
each classification scenario. 

Due to the relative small amount of collected data, which 
is manifested as sparse data in the feature vector space, we 
used unidimensional feature selection technique. For each 
classification scenario we choose a subset of the features that 
in statistical terms best represent this scenario. To explain 
the feature selection process, we begin with the binary sce-
narios. For a binary scenario, we choose the subset of fea-

Table 2. List of types of markers. 

Low Level Marker Vocal Markers Description 

The durations of silence segments across the 
audio recording, estimated by speech activity 
detector 

Average, Max, Min, Median, Percentile 15%, 
Percentile 85%, Sum, Relative part of segments 
on the first 5 sec, Relative part of segments on 
the first 10 sec, Number of segments 

Higher values designate higher amount of silence 
periods and lower amount of speech content 

The durations of voice  segments across the 
audio recording, estimated by speech activity 
detector 

Average, Max, Min, Median, Percentile 15%, 
Percentile 85%, Sum, Relative part of segments 
on the first 5 sec, Relative part of segments on 
the first 10 sec, Number of segments 

Higher values designate higher amount of speech 
content and lower amount of silence periods 

The durations of unvoiced (aperiodic) segments 
across the audio recording, estimated by pitch 
detector 

Average, Max, Min, Median, Percentile 15%, 
Percentile 85%, Sum, Relative part of segments 
on the first 5 sec, Relative part of segments on 
the first 10 sec, Number of segments 

Higher values designate higher amount of un-
voiced periods and lower amount of voiced peri-
ods 

The durations of voiced (periodic)  segments 
across the audio recording, estimated by pitch 
detector 

Average, Max, Min, Median, Percentile 15%, 
Percentile 85%, Sum, Relative part of segments 
on the first 5 sec, Relative part of segments on 
the first 10 sec, Number of segments 

Higher values designate higher amount of voiced 
periods (mostly vowels) and lower amount of 
unvoiced periods 

Time positions of individual words, detected 
from the signal energy peaks and the pitch en-
velop (not using verbal content analysis) 

Time positions of the first, second,..., the tenth 
detected words 

Lower values designate fast thinking process and 
rapid speech output ; higher values designate 
slow thinking process and slower speech output ; 
relevant manily to unconnected speech, such as 
in the Counting and Verbal Fluency vocal tasks 

Differences between the time positions of indi-
vidual words 

Average, Max, Min, Median, Percentile 15%, 
Percentile 85%, relative part of differences below 
0.5 sec from all the differences in the first 15 sec, 
relative part of differences below 1.0 sec from all 
the differences in the first 15 sec, relative part of 
differences below 2.0 sec from all the differences 
in the first 15 sec 

Higher relative part of short differences corre-
sponds to presence of clusters, which may hint 
using associative memory 

Time matching curve between the given audio 
recording of a sentence and a reference audio 
sentence, calculated by Dynamic Time Warping 
[as explained in reference…] 

Accumulated unmatched segments in the given 
audio (designate inserted new speech segments), 
Accumulated unmatched segments in the refer-
ence audio (designate missing speech segments), 
squared error for linear and quadratic approxima-
tions 

Used for comparing between repeated spoken 
sentences and the reference spoken sentences 

Effective for detecting insertions (added parts not 
present in the reference sentences) and deletions 
(missing parts from the reference sentences) in 
the repeated spoken sentences, without using 
explict verbal content analysis 
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tures that have the lowest p-values from a Mann-Whitney 
test, evaluated on the training data of the classification sce-
nario. The chosen features are the ones with p-values below 
a predetermined threshold. The specific selected features and 
their number depend therefore on the specific training data 
for the classification scenario. Additional details are given in 
a previous publication from Satt et al. (2014) [17]. The cases 
of multi-class scenarios are handled by the corresponding 
multiple binary classifiers based on majority vote, and there-
fore use the binary classifiers and the corresponding feature 
selection. 

The second processing step is the classification: training, 
testing and validating the classification accuracy. The binary 
classification is handled as follows: we use Support Vector 
Machine classifiers. For validation we used repeated sub-
sampling, which is suitable for the relatively small amount of 
collected data. The cases of three-class scenarios are imple-
mented by the corresponding multiple binary classifiers and 
majority decision rule. 

3. RESULTS  

3.1. Characteristics of the Participants 

Since the distribution of data was nonparametric, results 
are reported in medians and interquartile ranges. Table 3 
shows the clinical and demographic data of the participants.  

A Kruskal-Wallis test showed that there was a statisti-
cally significant difference in age between the groups, χ2(3) 
= 23.312, p = .000, in the MMSE score, χ2(3) = 120.699, p = 
.000, in the verbal fluency (f), χ2(3) = 36.637, p = .000, with 
a mean score for SCI = 14.7, MCI = 11.1, AD = 7.1 and 
mixed dementia = 12.2, in the verbal fluency (animals), 
χ2(3) = 60.971, p = .000, with a mean score for SCI = 19.3, 
MCI = 14.1, AD = 7.1 and mixed dementia = 9.2, in the 
Apathy Inventory, χ2(3) = 68.811, p = .000 with a mean 
score for SCI = 0.3, MCI = 1.3, AD = 4.1 and mixed demen-
tia = 4.9, and in the Clinical Dementia Rating Scale (sum of 
boxes), ), χ2(3) = 106.373, p = .000 with a mean score for 
SCI = 0.3, MCI = 1.8, AD = 7.8 and mixed dementia = 7.9. 
The categorical testing with the Fischer’s exact test showed 

Table 3. Characteristics and group comparisons for SCI, MCI, AD and mixed subjects. Group comparisons were made using 
Kruskal-Wallis test. 

 All subjects AD Mixed MCI SCI  

 

 

N 

mean  median 

 

165 

Q1  Q3 mean  median 

 

27 

Q1 Q3  mean  median 

 

38 

Q1  Q3  mean  median 

 

44 

Q1  Q3 mean median 

 

56 

Q1 Q3  

Gender                         

    Female   108     15     17    25     51   

    Male   57     12     21    19     5   

Age (y) 76.2 77* 72 81 79.1 80 76 84 79.1 80 76 84 76.3 77 72 81 72.3 72 70 77 

Education                         

NA   12     0     0    0     12   

None   3     3     0    0     0   

Primary   39     5     18    10     6   

Secondary   69     14     13    25     17   

Superior   42     5     7    9     21   

MMSE 23.9 26* 20 28 18.2 19 14 21 18.6 19 16 22 26.1 27 25 28 28.7 29 28 30 

Fluency F 11.4 10* 6 14 7.1 7 4 10 12.2 7 3 10 11.1 12 7 15 14.7 9 0 15 

Fluency 
animals 

12.5 12* 8 17 7.1 7 4 10 9.2 10 5 12 14.1 13 9 18 19.3 11 0 19 

AI 2.6 1.5* 0 5 4.1 4 1 6 4.9 5 3 6 1.3 0 0 2 0.3 0 0 0 

Apathy 
criteria 
(yes) 

  25%     48%     61%     11%     0%   

CDR SOB 4.1 2.5* 1 6 7.8 6 4 9 7.9 7 5 10 1.8 2 1 2 0.3 0 0 1 

Abbreviations: SCI: subjective cognitive impairment, MCI: mild cognitive impairment, AD: Alzheimer’s Disease, Mixed: mixed type dementia, MMSE:  
Mini Mental State Examination, AI: Apathy Inventory, CDR SOB: Clinical dementia rating-Sum of Boxes. 
*P < .000  
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significant difference for gender with χ2(3) = 26.087, p = 
.000, for education levels with χ2(12) = 62.191, p = .000, 
and for apathy χ2(9) = 92.065, p = .000. 

3.2. Classification and Analysis  

We evaluated the classification accuracy for several clas-
sification scenarios as follows: 

• Binary scenarios 
1. SCI vs. AD  92% 
2. SCI vs. Mixed  92% 
3. SCI vs. MCI  86% 
4. MCI vs. AD  86% 
5. MCI vs. Mixed  82% 
• Multiclass scenarios 
1. SCI, MCI and AD 78%  
2. SCI, MCI and Mixed 74%  
3. SCI, MCI and   75% 
other (other can be either AD or Mixed) 
The classification accuracies above correspond to the 

points along the ROC curves where the specificity is equal to 
the sensitivity. For different uses and purposes, the classifi-
ers can be tuned to support different tradeoffs of specificity 
vs. sensitivity. Detailed explanation is given in our previous 
publication [17].  

The following table summarizes the vocal marker selec-
tion results (Table 4), by vocal task and by classification 
scenario. The total number of selected vocal markers is be-
tween 30-50, depending on the classification scenario. 
Larger numbers of selected features suggest higher impor-
tance of the specific vocal task to the particular classification 
scenario. 

Table 4. demonstrates the relative importance of the dif-
ferent vocal tasks, for supporting the different classification 
scenarios: 

• The countdown task is in particular powerful for sepa-
rating between SCI and other classes, although it helps 
also for distinguishing among other classes. See Fig. 
(2) for a visualization example of the countdown task 
performance of and Alzheimer patient vs. a subjective 
cognitive impairment subject. 

• The fluency tasks are in particular powerful for sepa-
rating the dementia cases, both AD and 
Mixed/vascular, from MCI. 

• The various continuous speech tasks collectively, are 
important as well. They include the different stories, 
and the picture description. While each one may not 
be that powerful, they contribute collectively to a high 
number of powerful vocal markers, with different 
combinations across different classification scenarios. 

• The short task of naming animals has no significant 
importance. It is our observation that short tasks are 
prone to high statistical errors, which makes them less 
powerful for classification. 

• Finally, the sentence repeating task does not contrib-
ute at all to the classification accuracy. We observed 
that SCI person and patients alike have no real diffi-
culty repeating the short sentences we used in a good 
manner. We suggest a hypothesis that longer sen-
tences can be found helpful in classification scenarios, 
although we haven’t tested it. 

It should be noted that we have tested additional types of 
vocal markers, such as voice quality based on harmonic to 
noise ratio. We have not found a sufficiently significant cor-
relation between these additional features and the classes 
(SCI, MCI, AD and Mixed). Speech-rate type of markers is 
modeled implicitly by the vocal markers we already used. 

4. DISCUSSIONS 

Decline in cognitive functioning affects speech produc-
tion in different ways. Our performed analysis demonstrated 
the potential value of vocal cognitive tasks recorded and 
analyzed by a mobile application for accurate automatic dif-
ferentiation between SCI, MCI, AD and Mixed dementia. 
Our highly accurate classification results can provide evi-
dence that it is feasible to use this technique in a clinic set-
ting, which is indeed non-invasive, simple and low-cost. 

The present results are also in line with the concept indi-
cating that different stages of dementia exhibit specific pat-
terns of linguistic difficulties [40]. This seems confirmed by 
our results and the more cognitive decline is advanced, the 
less cognitive effort is required in a vocal task to extract sig-
nificant features, thus the more salient the differences in vo-
cal expression. However, main interest is placed currently on 
the detection of early markers of cognitive decline. 

In this field there are studies investigating the concerning 
neuropathological brain changes. Results indicated that areas 
implicated in verbal working memory performance and lan-
guage processing were affected, notably disconnection (im-
pairments of structural fiber tract integrity) of prefrontal to 
posterior brain regions through the posterior corpus callosum 
[41-43]. It seems of interest to develop research in order to 
look at the relation between anatomical parameters and 
speech production analysis technics. 

Currently, the inadequacy of existing methods combined 
with biased evaluations, points to a need for objective and 
systematic assessment tools and researchers aim to provide 
novel solutions. Clinical expertise and literature review indi-
cates that ICT are not yet able to provide a direct diagnosis 
of AD and related disorders, but can supply additional in- 
formation for the assessment of specific domains (behavior, 
cognition, activity of daily living) [5]. This information can 
contribute with other clinical and biological data to earlier 
diagnosis of AD and related disorders. Several studies using 
ICT in the assessment of different domains show potential 
benefits of using ICT in clinical practice. As our study dem-
onstrates, automatic audio analysis could help to earlier iden-
tify individuals that are more likely to develop dementia, 
which may allow clinicians to provide earlier timely care, 
treatment (pharmacological as non-pharmacological) and 
support, which will in turn reduce health care costs [6]. 
 Namely, drug research focuses at the moment on target-
ing patients at the very early stages of the disease when 
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Table 4. Vocal marker selection results. 

Vocal Task Key features – examples as se-
lected by threshold on p-values 

Classification scenarios 
Relative amount of selected features, as a measure for the importance of the vocal task for 

each classification scenario 

    HC vs. MCI HC vs. AD HC vs. Mixed MCI vs. AD MCI vs. Mixed 

Animal fluency Time locations of first words 
Distribution of time between 
words 

0 2 3 8 9 

Pictures of ani-
mals 

Time locations of first words 
Distribution of time between 
words 

0 1 1 1 0 

Picture description Durations of silence segments 
Durations of voice segments 
Durations of unvoiced segments 
Durations of voiced segments 

3 1 4 4 2 

F fluency Time locations of first words 
Distribution of time between 
words 

0 0 6 6 4 

Countdown Durations of silence segments 
Durations of voice segments 
Durations of unvoiced segments 
Durations of voiced segments 

16 22 11 5 7 

Positive story Durations of silence segments 
Durations of voice segments 
Durations of unvoiced segments 
Durations of voiced segments 

3 2 0 2 3 

Negative story Durations of silence segments 
Durations of voice segments 
Durations of unvoiced segments 
Durations of voiced segments 

4 3 4 1 3 

Episodic  
story 

Durations of silence segments 
Durations of voice segments 
Durations of unvoiced segments 
Durations of voiced segments 

6 7 3 2 3 

Repeating sen-
tences 

The best vocal markers in terms of 
low p-values are the estimations of 
insertions (including pauses) and 
deletions; higher values designate 
poor sentence repeating ; however, 
no vocal marker from this task 
was ever selected 

0 0 0 0 0 

 
memory functions are still preserved. This means that the use 
of ICT could have a direct beneficial effect on the selection 
of people for the enrolment in clinical trials in the broader 

population, leading ultimately to a reduction of the total bur-
den for society. 
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Fig. (2). Visualization of countdown task performance – Alzheimer 
patient vs. a subjective cognitive impairment subject 

Our work relates to similar designed studies like the one 
from Fraser et al. [44] who obtained classification accuracies 
of over 81% in distinguishing individuals with AD from 
those without. Their results are based on short language 
samples of a picture description task. Nonetheless, they only 
opted for differentiating between AD and non AD patients, 
whereas our aim was particularly to include MCI patients in 
the analysis in order to find vocal markers present already in 
the early pre-dementia stage. However, we can conclude that 
current machine learning and automatic speech analysis may 
become increasingly useful in assessment of patients across 
the AD spectrum which seems supported by other studies 
[48-49]. 

Ultimately, similarly to Yu et al. (2015) [45], we are aim-
ing for an approach for remote cognitive monitoring of eld-
erly even over the phone in order to allow general regularly 
frontline screening in the broad population. This would help 
to identify early people that may be of risk to convert to de-
mentia and therefore require early intervention provided at 
stages when it may be more effective. The strength in the 
envisioned approach relies on the fact that only non linguis-
tic features are taken into consideration in the analysis and 
thus, allow a wide international application independently of 
the spoken language since we aimed for language-
independent features only.  

The early detection challenge needs to carefully choose 
the technical aspect such as the automatic extraction of the 
vocal features [46] but also the clinical characteristics of the 
task to be used. If we aim to detect early signs of cognitive 
decline in the voice, it is of great importance to choose a task 
that requires sufficient cognitive effort in order to obtain signifi-
cant differences in the speech features. If we look only into 
natural speech characteristics, research so far has been mostly 
able to achieve high classification accuracy between dementia 
and non-dementia subjects [18, 44]. Certain studies reveal that 
dementia patients show increased amount of pauses in speech 
which may be attributable to retrieval difficulties from the lexi-
cal-semantic stock but may reflect as well other cognitive proc-
essing deficits since it increases with cognitive effort [15, 47, 
17]. Pistono et al. (2015) [47] analyzed pausing behavior 
(frequency, duration, and location) in MCI patients during an 

ecological episodic memory task with the results that they 
did not produce more pauses than controls but made more in 
between-utterance pauses maybe representing processing 
speed for memory retrieval. However, results obtained in the 
present study are in line with the idea to include vocal tasks 
with a minimum of cognitive effort in study protocols that 
aim to assess speech parameters particularly in an early de-
mentia population.  

A major limitation of the study is the important heteroge-
neity of our population groups, as the statistical tests showed 
significant difference in age between the groups, as well as 
gender and education. This is due to the fact that the re-
cruited population were consulted at the memory clinic, in 
thus in itself represents a broad group of people coming from 
different backgrounds and education levels. It should be fur-
ther noted that we did not recruit healthy participants from 
the general elderly population, but rather we limited the 
group to include persons that came in for clinical consulta-
tion and had subjective complaints. However, it reflects the 
expected scenario that our technology is likely to serve: peo-
ple already suffering from some (subjective) level of cogni-
tive or functional problem, though below the level of clinical 
MCI. 

Future research should focus on carrying out longitudi-
nally recording of speech data of patients over time for the 
purposes of early dementia detection as well as on perform-
ing a larger international cross-linguistic study in order to 
define language-independent features that seem to indicate 
over time the risk to decline cognitively. 
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